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Abstract

Children learn how to learn language, and they get better as they go along.

This article presents an overview of research inspired by a dynamic systems

view of language learning that shows it to be a self-organizing process in

which children create the units they need from the regularities present in

the environment in which they are situated.

1. E-language vs. I-language

The process by which a child learns to communicate with language is re-

markable even to the most casual observer. Within a span of about four
years, the crying, disorganized newborn transforms into a child who ar-

gues and tells stories with inventive fluency. If one were going to build a

device that could accomplish this same feat, what kind of device would

that be? This article considers an approach to language learning in which

children do not begin with a ‘‘language-acquisition device’’ but rather

build one as they go. The emerging device becomes increasingly adept at

learning the specific language the child needs to learn.

Chomsky (1986) once proposed a distinction between what he termed
I-language and E-language. At the risk of caricature, the distinction was

between ‘‘internal’’ and ‘‘external’’ language, with the first representing

the linguistic competence of individual speakers and the second represent-

ing the observable patterns of utterances across a community of speakers.

Following Chomsky, most linguists made I-language the primary focus of

study (Chomsky 2000). This has seemed necessary under the assumption

that E-language was insu‰cient to determine I-language. As Chomsky

put it:

. . . the child knows vastly more than experience has provided. That is true even of

simple words. The words are understood in delicate and intricate ways that are far
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beyond the reach of any dictionary, and are only beginning to be investigated.

When we move beyond single words, the conclusion becomes even more dra-

matic. Language acquisition seems much like the growth of organs generally; it is

something that happens to a child, not that the child does. (Chomsky 2000: 6–7

[emphasis added])

Some theorists, not of language but development, however, o¤er a di¤er-

ent view.

If analyzed dynamically, this alloy of speech and action has a very specific func-

tion in the history of the child’s development; it also demonstrates the logic of

its own genesis. From the very first days of the child’s development his activities

acquire a meaning of their own in a system of social behavior and, being directed

towards a definite purpose, are refracted through the prism of the child’s environ-

ment. The path from object to child and from child to object passes through another

person. This complex human structure is the product of a developmental process

deeply rooted in the links between individual and social history. (Vygotsky 1978:

30 [emphasis added])

In brief, whereas Chomsky’s focus is on (internal) knowledge, and fram-

ing of the problem as acquisition, Vygotsky’s focus is on language func-

tion (especially social) and a framing of the problem as development.

There are a number of correlated (and alliterative) concepts that tend

to ‘‘run with’’ the distinction between external and internal. E-language
theories often include other ‘‘e-words’’ concepts, such as empirical, em-

bedded, extensional, environmental, ecological, explicit, emergent, epige-

netic, experiential, etc. I-language theories in contrast are often associated

with the now-traditional viewpoint emphasis on such concepts as: innate,

intensional and intentional, intrinsic, implicit, ideal, and a focus on and the

individual and the initial state.

In this paper, we add the word embodied to the list of e-words, as a

step toward worldviews dissolving the internal/external distinction (cf.
the philosophy of Andy Clark (1997), Edwin Hutchins (1996) and Lev

Vygostky (1978). The body is the interface between internal mental life

and the external world. This approach is strongly informed and shaped

by dynamic systems theories of development of cognition and action. The

goal is an embodied, mechanistic account of how internal language is

created from external language (Thelen and Smith 1994).

We build our case primarily concentrating on phenomena related to

word learning. The case for this approach concentrates on two ideas
raised in the Chomsky quote of the previous section:

(1) That ‘‘the child knows vastly more than experience has provided’’,

and

(2) That words really are ‘‘understood in delicate and intricate ways’’?
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The language environment in which the infant is immersed from birth is

rife with statistical regularities at multiple levels ideally exploitable by the

(domain-general) associative and statistical learning mechanisms that in-

fants bring to the world. Rather than being overly ‘‘delicate’’, words are

learned via robust and yet simple mechanisms. Moreover, the body and

space play an important role, binding the temporal/structural regularities

in the world and the learning mechanisms in the child together.

2. A grounded dynamic systems approach

Development is a process and it happens in and through real time. The

main emphasis in the study of development is understanding and charac-

terizing change and the factors that influence it. The dynamic-systems
approach is distinguished from other approaches to development in its

emphasis on the multi-causal nature of these changes, where the causes

themselves are temporal, extending and changing through time, and can

be both internal and external. The developing organism and its environ-

ment, the internal and external, are treated as a fully interacting (coupled)

system. Changes anywhere in the system a¤ect the dynamics of the whole

(Smith and Thelen 2003).

The distributed and highly reciprocal causality means that language
cannot be viewed in isolation nor as a segregated special domain. Instead,

language is an emergent property of the system as a whole. To quote the

philosopher Hubert Dreyfus (arguing against the use of microworlds in

AI, but applicable to our views on specialized domains as well):

My thesis, which owes a lot to Wittgenstein (1953), is that whenever human

behavior is analyzed in terms of rules, these rules must always contain a ceteris

paribus condition, that is, they apply ‘everything else being equal’; and what

‘everything else’ and ‘equal’ mean in any specific situation can never be fully

spelled out without a regress. Moreover, the ceteris paribus condition is not

merely an annoyance which shows that the analysis is not yet complete and might

be what Husserl called and (sic) ‘infinite task’. Rather the ceteris paribus condi-

tion points to a background of practices which are the condition of the possibility

of all rule-like activity. In explaining our actions we must always sooner or later

fall back on our everyday practices and simply say ‘this is what we do’ or ‘that’s

what it is to be a human being’. . . . (Dreyfus 1997: 180)

From this point of view, the scientist’s task is to characterize what mat-

ters, identifying the most important factors through di¤erent stages. In
the case of language, these factors will necessarily include social and con-

textual factors, facts about the child’s changing abilities at di¤erent ages,

facts about perception and cognition in general (e.g., short-term memory
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span, attentional bandwidth, multi-modal perceptual integration, gross

and fine motor abilities), and facts about the environment (see, for exam-

ple, Gathercole et al. 1999 and Samuelson and Smith 2000).

The mechanisms and causal factors that drive development are con-

stantly and continuously changing, and development consists in the accu-

mulation of moment-to-moment change — changes with cascading e¤ects.

The language and concepts of dynamic systems theory are useful for
thinking about changes both at the micro scale, in terms of coupled di¤er-

ential equations and instantaneous parameter values, and at the macro

scale, in terms of trajectories, variability and stability. Hence, we can

move beyond discrete characterizations of child language (i.e., ‘‘either

the child knows this about their language — for example, how to make

a noun plural — or they do not’’). Under a dynamic-systems framework,

linguistic knowledge is in the system and expressed through interactions

between the child and the environment. So whether or not a child can,
say, make a noun plural, is a question about a real time event that will

always be dependent on multiple factors, including the child’s own state

(‘‘linguistic’’ and ‘‘nonlinguistic’’) the current context, and the intrinsic

dynamics of the system which in turn depend on the history of the child

in the environment. There is no division between competence and perfor-

mance, no division between knowledge and process.

2.1. Self-organization: emergence and learning

The idea of emergence is that interesting, beautiful and/or complex

higher-level or ‘‘global’’ patterns can be created from systems with con-

stituents whose behavior is governed by simple, lower-level or ‘‘local’’

rules. Thus there is a higher-level structure is nowhere explicitly specified,

encoded, or represented in the system, nor is it imposed externally, yet it

arises from the interactions among many ‘‘dumb’’ components and the
environment in which they exist.

Emergence can be seen in how paths form. Given an open, grassy field

on a college campus surrounded by buildings, the worn paths that even-

tually form will reflect the behavior of large numbers of autonomous

college students, faculty and sta¤, none of whom significantly impact the

resulting paths individually and none of whom act with the global path

structure in mind. Yet, interestingly, in many cases the resulting path

structure tends towards minimizing not the path distance between any
two buildings, but rather the total path length (Goldstone et al. 2006).

The approximated solution (known as a Minimal Steiner Tree [MST]) is

mathematically optimal at minimizing the path length traveled between
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any two arbitrarily chosen buildings on average. (Figure 1 shows exam-

ples of two such MSTs.) Finding such a path structure is known to be an

NP-complete computational problem, yet it will emerge from a collection
of agents, ‘‘dumb’’ in the sense that they have no knowledge of the goal,

interacting in a common environment. However, the walkers are not the

only critical component in this incremental and emergent solution. The

environment is also crucial as it is the means by which one agent ‘‘leaves

its mark’’ to influence future agents. Each agent’s behavior modifies the

environment in which it behaves, which then feeds back into future be-

havior of that and other agents.

Minor changes to the system brought about through the interaction of
simple ‘‘dumb’’ mechanisms and a structured environment create higher-

level and ‘‘smart’’ structures.

2.1.1. Language learning as emergence. In the context of language

learning, emergence contrasts sharply with traditional notions of

‘‘hypothesis-testing’’ and the ‘‘poverty of the stimulus’’ for example, see

O’Grady 1997: 283–284). Hypothesis testing requires the ability to formu-

late a general hypothesis (either explicitly or implicitly) and then do some
form of inference to see if it holds in the environment — that is, actual

‘‘input’’ must somehow be made commensurate to and compared with

the ‘‘expectations’’. In contrast, dynamic self-organization only requires

gradual, minor, local changes to properties of the constituents (e.g., a

slightly trodden path, or connection weights in a connectionist system,

or, at a higher level, attentional biases — see Section 2.3 below) caused

via their interaction with the environment.

Further, within dynamic systems, interactions do not occur in only one
direction. As the learner changes, there are certainly ‘‘internal’’ e¤ects,

but there are also ‘‘external’’ e¤ects: in a real sense, the system — the

child in the world — gets smarter, not just the child. Through its own

Figure 1. Examples of Minimal Spanning Trees (dashed lines) and Minimal Steiner Trees

(solid lines) connecting arrangements of 3 and 4 black points. The Steiner points, added to

the configurations to reduce the total path length connecting the points, are shown as checkered

dots (Goldstone et al. 2005).
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activity, the child restructures their environment as well as their internal

processes and in this way fundamentally changes the learning problem

and the space of possible hypotheses. For example, changing attentional

biases, modulate the information from which it will learn and the scope

(span) of the learning task (for an example, see Robinson and Sloutsky

2004).

How does self-organization come about? The child certainly comes
to the world with an arsenal of built-in (but not necessarily language-

specific) processes. Some which we know from both psychological and

neuroscience research, include both basic Hebbian-style and competitive

learning commonly modeled with connectionist networks and more con-

structive types of learning as well (e.g., as is modeled by the node recruit-

ment employed by cascade correlation (Quartz and Sejnowski 1997). The

system itself is heterogeneous and multimodal, providing lots of di¤erent

‘‘takes on the world’’. Internal mechanisms can become di¤erentiated
not by dedicated processes but by the cascading e¤ects of di¤erent initial

densities of cell assemblies and their intrinsic connections to other areas

(usually based on proximity). Such connections can be excitatory and in-

hibitory and can be created anew in areas of high activity/need as well as

locally strengthened or weakened by Hebbian-style learning and habitua-

tion. Brain and cognition are the emergent products of interaction be-

tween all this and the world. Given these general operating principles

across all the modalities — all the heterogeneous systems — we classify
most of these mechanisms as ‘‘associative’’ because at its core, learning

is essentially about making and adjusting the strengths of links (connec-

tions).

2.1.2. NOT your father’s behaviorism. Claims like those in the previous

two sections — e.g., that ‘knowledge’ is not ‘in the head’ but ‘in the
system’ — often bring charges of behaviorism from theorists on both

sides of the E-language / I-language spectrum. This is particularly true if

the learning mechanisms are described as associative. For example, in a

recent book Tomasello:

Most people think it died with Behaviorism, but associative learning theory lives

on. Smith (2000a) has argued that the essence of word learning is associating

sounds with salient aspects of perceptual experience. (Tomasello 2003: 82 [the

‘‘a’’ was added to the Smith reference, as cited herein])

This criticism reflects a fundamental misunderstanding of both behavior-
ism (which denied cognition) and associative learning (which is about the

formation and nature of the internal processes commonly called represen-

tations, see Smith 2000b).
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However, dynamic systems approaches are more behaviorist than

theories based on internal representations in the form of mental models

or propositions in that dynamic systems theories explicitly care about the

processes that link knowing to the physical/external world. Yet, it is pre-

cisely this focus on the (associative) learning mechanisms that undermines

charges of behaviorism. Learning is about internal changes. The child’s

behavior is determined by processes internal to brain/mind. Indeed, one
of the important contributions of the dynamic-systems can be seen as

‘‘restoring the balance’’ (that was tipped one way by the behaviorism rev-

olution and then back too far the other by the cognitivism revolution)

through its re-elevation of the ‘‘external’’ to place it on equal footing with

the ‘‘internal.’’

2.2. Situatedness: Embedded and embodied

A system-level view of language learning requires understanding the inter-

actions between individual and environment — between the traditionally

internal and external. This interaction is possible — learning is possible

— because individual minds are situated — embodied and embedded —

in real time in a physical world. Situatedness allows the statistical and as-

sociative learning mechanisms that a language learner brings to the task

to be engaged (see Ballard et al. 1997 for low-level details as to how).
Thus, to understand how the system develops, it is crucial to understand

the ramifications of situatedness. One such ramification is the elevation of

space to a mechanistic role in language comprehension and learning, a

domain in which aural information and temporal relationships have tra-

ditionally had a monopoly. This is because cognition takes place in real

time in a body that is spatially oriented in the physical world. This fact

is key to how we form the right associations to learn language and to

how we activate and organize knowledge appropriate to the specific task
at hand.

Furthermore, spatial regularities are not fixed: children learn to use the

space around them to organize their cognition, for example creating spa-

tial groupings of similar objects to make categories into perceptual groups

(Vygotsky 1978: Chapter 2; Vygotsky 1986: Chapter 5; McGonigle and

Chalmers 2003) or using space as an index into memory (Ballard et al.

1997; Richardson and Spivey 2000; Spivey and Geng 2001). Crucially,

this ability develops as well and the interaction eventually involves lan-
guage and is not one-way (Boroditsky 2001). The child gradually inter-

nalizes the skills being learned via space into their cognitive and linguistic

skills. There is much recent research to this e¤ect (e.g., Casasanto and
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Boroditsky 2003, Matlock et al. 2005; and see Gentner 2001 for a rele-

vant discussion of several ways representational systems for time and

space could be related).

Consistent with these notions is evidence suggesting that gesture,

speech, and thought are inherently linked, forming a single communica-

tive system such that gesture, speech and thought mutually a¤ect one

another at multiple levels (Iverson and Thelen 1999; McNeill 1992). The
embodied nature of meaning is also suggested by recent findings that

some verb meanings are understood in terms of the body (Richardson

et al. 2003) and even selectively interfered with by motor activity (Toskos

et al. 2004). Glenberg and Kaschak (2002) have also presented strong

evidence that the motor system is engaged when determining the meaning

of several (syntactically) di¤erent types of sentences, both concrete and

abstract.

3. Research

This section reviews findings — mostly in the realm of lexical learning —

in support of these ideas: that language learning is both ‘‘outside-in’’ and

‘‘inside-out’’, that it is the emergent result of embodied (and thus spatial)

interactions in a world replete with regularities on many scales.

3.1. Regularities for learning

Just as a newborn comes into existence in a physical reality with gravity,

inertia, friction, etc. all of with which they can learn to exploit, they come

into a world in which language is pervasive and a strong impetus to

the self-organization of the system. From this immersion, the deeper prin-

ciples through which the environment (E-language) is organized will
‘‘soak in’’ and become internalized, creating units of perception and

action. We will illustrate these ideas by considering regularities at the

various levels in the language system that are exploitable by associative

and statistical learning mechanisms. Critically, these mechanisms when

placed in a structured environment create new perceptual and conceptual

‘‘units’’ that can then be hierarchically applied to further speed and con-

strain learning.

3.1.1. Phonemes. Phonemic distinctions vary between languages and

exposure to language plays a strong role in setting up the contrasts that

comprise the phonemic system of a language. Moreover, young infants
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are open to learning about all possible phonetic contrasts and sometimes

even discriminate them better than adults (e.g., Trehub 1976; Werker et al.

1981). However, by 12 months of age, infants lose their sensitivity to con-

trasts not present in their native language and show a language-specific

pattern of discrimination (Werker and Tees 1984; Best et al. 1988; Bosch

and Sebastian-Galles 2003). Recent evidence suggests that these develop-

mental changes may be due to statistical learning about the distributional
patterns of sub-phonetic features (Anderson and Morgan 2002; Maye

et al. 2002; Maye and Weiss 2003).

In one study, Maye et al. (2002) presented 6–8 month old infants with

syllables drawn from a continuum of sounds varying from da to ta. They

manipulated the frequency distribution with which the individual sounds

were presented. One group of infants was given exposure to a distribution

in which sounds from the center of the continuum were more frequent

than sounds from the ends. A second group was given exposure to a bi-
modal distribution in which sounds at the end were highly frequent and

those in the middle were infrequent. The infants were highly sensitive to

this distributional information. Following several minutes of exposure

only infants in the bimodal condition discriminated the endpoint tokens,

whereas those I the unimodal condition did not. Maye and colleagues in-

terpret this result in terms of a loss of a discrimination in the unimodal

group (and perhaps an enhancement of a discrimination in the bimodal

case). In this way, the feature clusters (or phonemes) that comprise the
primitives for phonological rules may be made in development, out of

the statistical regularities in the sound patterns that children hear.

3.1.2. Word segmentation. One highly influential series of studies,

Sa¤ran et al. (1996), Sa¤ran et al. (1997) and Aslin et al. (1998), showed

that 8-month-old infants could discover wordlike units from as little as

2 minutes of exposure to strings of syllables. In their studies, they pre-

sented infants with a continuous two-minute stream of speech containing
no pauses between words (e.g., pabikudaropitibudopabikugolatu. . . .).

Within that stream they placed ‘‘words’’ (e.g., pabiku and daropi ) that

were defined only by the transitional probabilities between syllables. For

example, in one study (Aslin et al. 1998), the transitional probability of

one syllable following another within a ‘‘word’’ (e.g., between pa and bi)

was equal to 1.0, and the transitional probability of one syllable following

another when the two came from di¤erent ‘‘words’’ (e.g, ku and da)

was .33. Aslin et al. found that after a brief exposure to such streams
of speech, infants recognized the embedded ‘‘words’’ as coherent units

(showing a novelty response to non-words made up of word parts, or for

example, a pa followed by something other than a bi). The formation of
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units through the learning of statistical co-occurrences has now been dem-

onstrated many times (see Cleeremans et al. 1998; Gomez and Gerken

2000; and Sa¤ran 2003 for reviews). Creating units from statistical regu-

larities appears to be a central characteristic of human (and primate)

learning across speech, auditory, and visual stimuli (Kirkham et al. 2002).

Of course, these processes — evident in artificial language learning

tasks — only matter if natural language presents the relevant statistical
patterns. At least in the case of finding words in the English speech

stream, the relevant transitional probabilities are there. Hockema (2006)

recently examined phoneme transition probabilities in English-speaking

parents’ speech to their children and found that adjacent phoneme pairs

fell virtually into two types: those occurring within a word 90% or more

of the time and those occurring between words 90% or more of the time.

Furthermore, there appears to be great redundancy in the statistical

cues to word boundaries. Not only are they specified by phoneme transi-
tion probabilities, but they are also specified by several other cues in the

speech stream to lesser extents (including prosodic stress patterns [Cutler

1996] and allophonic variation [Jusczyk 2002]). And the information is

not just limited to the speech stream. Yu et al. (2005) have utilized

multi-modal information available in the combination of the raw visual

and audio sensory stream to successfully extract words (and even deter-

mine their referents) as well. Apparently, there is not a poverty of the

stimulus when it comes to word segmentation, but rather the opposite:
words are readily recoverable from an abundance of overlapping and

converging statistical information.

3.1.3. Syntactic and semantic categories. Higher-order units — syntac-

tic categories such as nouns and verbs or semantic categories such as

animate and inanimate — may also be formed through co-occurrence re-

lations among words (units themselves formed from co-occurrence rela-

tions among sounds). Nearly thirty years ago, Maratsos and Chalkley
(1980) argued for such a distributional approach to syntactic develop-

ment. This idea was dismissed at the time on the assumption that were

just too many irrelevant co-occurrences in the streams of words that a

learner would hear for a simple counting of co-occurrences to arrive at

the right syntactic categories (Chomsky 1965; Pinker 1987). However, re-

cent evidence strongly indicates that this was an unwarranted concern.

Indeed, there is now a general consensus that the statistical regularities

within language itself present clear evidence from which noun and verb
categories can be induced (Mintz et al. 1995, 2002; Redington et al.

1998; Cartwright and Brent 1997; Elman 1990, 1998; Brill 1991; Finch

and Chater 1992, 1994; Schütze 1993). The ability of statistical learning
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systems to identify nouns and verbs is robust under quite minimal as-

sumptions about learning even when the learning system is sensitive to

only co-occurrences among adjacent segments. The discovery of nouns

and verbs is enhanced to even higher levels when other assumptions

(such as learning about co-occurrence relations among nonadjacent seg-

ments or using function words as markers of phrases to be analyzed) are

added (Mintz 2005). Similarly, co-occurrences among words have been
shown to also yield subcategories of nouns (animates versus inanimates)

as well as subcategories of verbs (transitive versus intransitives, Elman

1990; Li 2000; Burgess and Lund 2000; See also Rogers and McClelland

2004).

3.1.4. Word meanings. Much research has shown that some portion of

a word’s meaning is ascertainable from statistical regularities present in

the patterns of word token usage across a variety of contexts. The most
famous examples of this come from analyses of large text corpora by so-

called high-dimensional vector-space approaches, such as Latent Seman-

tic Analysis (LSA) (Landauer et al. 1998) or Hyperspace Analog to Lan-

guage (HAL) (Burgess and Lund 2000) (also see Gri‰ths et al. 2005 for

an alternative, but related, approach). What is relevant about LSA to

the current discussion is that it gives an explanation for the rapid word

learning — a ‘‘second vocabulary burst’’ — that happens in older chil-

dren (10 to 12 year olds) through reading, by showing how a word seen
only in one written context can be learned ‘‘deeply’’ via second-order cor-

relations through other already-known words in its experienced context.

This is an example of a form of bootstrapping, whereby learning can be

accelerated by incorporating some of the higher-order regularities in the

input.

And the regularities that children pick up on can potentially come from

anywhere — either linguistic or non-linguistic. For example, another in-

teresting line of recent research has to do with cues to word meaning em-
bodied in the way they are pronounced, that is, in prosodic information:

tone of voice, rhythm, pitch, intonation, pauses, and stress. Prosody is

well known to help word segmentation (e.g., Cutler 1996) and the identi-

fication of phrase structure (e.g., Fisher and Tokura 1996), and it has

also been long known that we can use it to correlate with word meaning

(Kunihira 1971). For example, we might say, ‘‘It was soooooo biiiig,’’ to

emphasize or exaggerate a description of a large-sized object (see Yoshida

2003; Sasso et al. 2005). Other evidence suggests young learners also use
gestures, points, and nods. These kinds of correlations in the learning en-

vironment are not yet systematically studied but may well prove crucial

to understanding the embodied nature of word meaning.
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3.1.5. Acquired word-learning biases. Language learning changes

dramatically as it progresses (see Bloom 2000 for review). At about 10

months, infants show signs of comprehending a few words or phrases in

highly specific contexts. On or about their first birthday, children start

producing words. They add words to their productive vocabulary very

slowly, adding words at a rate of one or two per week and often seem to

lose ones they had produced earlier. It is not just that children have trou-
ble producing new words at this point; word learning itself is hard at first.

A study by Woodward, Markman and Fitzsimmons (1994) illustrates the

point. They presented children with a novel object, for example a yellow

strainer, and named it with a novel noun (e.g., ‘‘This is a toma.’’). The

child was shown two other objects, one in the same category (e.g., an-

other strainer) and the other a very di¤erent thing altogether. The child

was asked to indicate which of these had the same name. Woodward

and colleagues employed two types of trials: in one, the same-category in-
stance was identical to the original instance; in the other, a generalization

trial, the test object di¤ered from the original instance only in color. In

this task, 13-month olds succeeded when the target was identical to the

original instance but chose randomly in three of four experiments when

the target di¤ered in color. (The 18-month-olds were successful in extend-

ing the name under both testing conditions.) Thus, these studies support

the notion that very young word learners seem to need to hear each indi-

vidual word in many contexts before they apprehend the range of the
word.

Then, between 18 and 20 months, most children become very rapid

word learners, adding new words to their vocabularies at the staggering

rates of 4 to 9 a day. During this time, they only seem to need to hear a

word used to label a single object to know the whole class of things to

which the word refers (see Bloom 2000 for a review). This one-instance

to whole-category learning is especially remarkable because di¤erent

kinds of categories are organized in di¤erent ways. For example, animate
categories are organized by many di¤erent kinds of similarities across

many modalities; artifact categories are organized by shape and substance

categories by material.

What developmental processes give rise to this increase in the ability of

children to learn a whole category from a single instance? The evidence

from both experimental studies and computational models strongly sug-

gests that children learn how to learn words as they learn words. Specifi-

cally, as children slowly learn their first words, they learn the regularities
that characterize di¤erent kinds of noun categories and the learning of

these regularities then creates their ability to learn words in one trial.

The nature of this learning can be characterized by four steps, illustrated
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in Figure 2 (Smith et al. 2002). The figure shows just one of the regular-

ities that children learn — that artifact categories are organized by shape.

Step 1 in the learning process is the mapping of names to objects — the
name ‘‘ball’’ to a particular ball and the name ‘‘cup’’ to a particular cup,

for example. This is done multiple times for each name as the child en-

counters multiple examples. And importantly, in the early lexicon, solid,

rigidly-shaped things are in categories typically well-organized by similar-

ity in shape (Samuelson and Smith 1999). This learning of individual

names sets up Step 2 — first-order generalizations about the structure of

individual categories, that is, the knowledge that balls are round and cups

are cup-shaped. The first-order generalization should enable the learner
to recognize novel balls and cups.

Another higher-order generalization is also possible. Because most of

the solid and rigid things that children learn about are named by their

Figure 2. The proposed four-step model by which object names and attention to shape come

to be related. In Step 1, the child maps names to individual objects. First-order generalizations

about the structure of individual object categories are made in Step 2. In Step 3, the child

makes a higher-order generalization across learned categories about the common structure

of named object categories — that is, that categories are organized by similarity in shape.

Finally, in Step 4, the child has learned to attend to shape in novel name learning, leading to

rapid name acquisitions (Smith et al. 2002).
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shape, children may also learn the second-order generalization that names

for artifacts (solid, rigid things) in general span categories of similarly-

shaped things. As illustrated in Step 3 of the figure, this second-order

generalization requires generalizations over specific names and specific

category structures. But making this higher-order generalization should

enable the child to extend any artifact name, even one encountered for

the first time, to new instances by shape. At this point, the child behaves
as if it has an abstract and ‘‘variabilized’’ rule: For any artifact, whatever

its individual properties or individual shape, form a category by shape.

Step 4 illustrates the potential developmental consequence of this higher-

order generalization — attention to the right property, shape — for learn-

ing new names for artifacts. The plausibility of this account has been

demonstrated in simulation studies that present neural networks with the

regularities that characterize common noun categories and those regular-

ities appear su‰cient to create a learner who attends to just the right
properties for animals versus artifacts versus substances (Colunga and

Smith 2005).

The real-world developmental consequences of these ideas have also

been demonstrated in experimental studies that e¤ectively accelerate the

vocabulary acquisition function by teaching children the relevant correla-

tions (Smith et al. 2002). In a 9-week study, children too young to show

a shape bias in the generalization of artifact names were brought to the

laboratory once a week and taught names for objects in four lexical cate-
gories, all well-organized by shape. At the end of the experiment, these

children (but not untrained controls) were able to ‘‘learn a whole cate-

gory’’ from hearing a single thing named, extending the name systemati-

cally by shape. More dramatically, these trained children’s rate of new

object name acquisitions in the world increased substantially, by over

350% (Smith et al. 2002; a result now replicated several times, e.g.

Samuelson 2002). These results suggest that learning object names

teaches children to attend to category-relevant properties, and doing so
changes object-name learning — taking it from a slow process to one-trial

learning.

These regularities that children learn and exploit to become fast object-

name learners are between names and the categories of objects they label.

One might ask: why do the categories have the regularities that they do?

Why are instances of animate categories typically similar on many prop-

erties? Why are most artifact categories about solid things that are the

same shape? Why are substance categories well-organized by material?
The answer to these questions seems likely to lie in the interface among

physics, biology, and human psychology. For example, artifact categories

seem likely to be typically solid and defined by shape because the func-
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tional possibilities of things (their a¤ordances, for example, ability to hold

water or to support a sitter) are determined by their physical structure,

but the functions that matter to human categories are determined by hu-

man psychology. The point is that the language-learning mechanism —

children’s ability to attend to just the right properties for learning the

names of di¤erent kinds — is the product of regularities among words

and the things to which they refer, among the physical properties of
things, and in the regularities that emerge as a consequence of human

goals, abilities and actions.

3.1.6. From surface regularities to deeper regularities. If the language

learning mechanism is built from the very regularities it is learning, how

does it know where to start? Where in this sea of regularities, should a

learner begin? An unbiased learner would begin with — and build their

language learning mechanism out of — whatever regularities are most re-
liable, pervasive, and salient. This leads to the possibility that learners

may start with surface regularities that only roughly correspond to the

deeper (higher order) regularities that characterize mature language.

This idea has attracted many theorists in language acquisition from a

variety of perspectives and is typically discussed under the rubric of boot-

strapping (Landau and Gleitman 1985; Naigles 1990, 1996; Fisher et al.

1991; Pinker 1984, 1987); one insight being that easy-to-detect surface

regularities may provide the learner with a partial solution that also
moves the learner closer to the ultimate solution (Brent 1994; Laakso

and Smith 2007). Indeed, these recent analyses of large corpora of parent

speech to children suggest that relevant regularities may show up in

places unexpected some 20 years ago before the possibility of computa-

tional analyses of the statistical structure of language.

One area of growing interest is the role of pronouns. Pronouns have

two properties that should be relevant: frequency and a small set of sur-

face forms. They are the most common syntactic subjects and objects in
speech to children (Valian 1991; Laakso and Smith 2004, 2007) and in

general discourse (Chafe 1994). Their sheer frequency makes them poten-

tially important as statistical predictors of other aspects language. Consis-

tent with this idea, Childers and Tomasello (2001) suggested that children

acquire lexically specific frames such as ‘‘I do it’’ as a way into learning

syntactic frames. Cameron-Faulkner et al. (2003) also observed that

parents use the inanimate pronoun it far more frequently as the subject

of an intransitive sentence than of a transitive one. Apparently in parent
speech to children intransitive sentences are used more often than transi-

tives for talking about inanimate objects, and thus the inanimate pronoun

might serve as a cue to some semantic aspects of the verb.
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Laasko and Smith (2007) additionally suggest that pronouns may also

help learners partition verbs that express psychological attitudes toward

events and states of a¤airs into two rough categories. They found that in

speech to young children verbs that express deontic status, such as goals,

purposes or intentions (try to), volitions or desires (want to), and compul-

sions (have to) tend to take infinitival complements, whereas verbs that

express epistemic status, such as perceptions (see that), beliefs (think

that), and knowledge (know that) tend to take sentential (propositional)

complements (see also Tomasello 2003). Further, in the ecology of early

childhood, parents tend to be the ones who know whereas children tend to

be the ones who need, and Laasko and Smith found that in speech to chil-

dren you and I strongly predicted the class of verb meaning. Interestingly,

I may be a marker — a pointer — for bringing together verbs of a class,

linked to the experience of who — from the child’s perspective — is

omnipresent.
If surface forms such as pronouns are bootstraps, they must actually

take children to the deeper regularities that characterize adult language

and enable productivity, etc. Laasko and Smith (2007) investigated this

idea by presenting the pronoun-verb co-occurrences in parental speech to

a connectionist network. The simulations both document the statistical

regularities that exist between pronouns and specific verbs and also show

that these regularities enable higher order generalizations that go beyond

the actual co-occurrence regularities in the input data.
To summarize, there are statistical regularities in co-occurrences be-

tween pronouns and verbs in the speech that children hear from their

parents. A simple statistical learner such as a connectionist network can

exploit these regularities, including subtle higher-order regularities that

are not obvious in a casual glance at the input data.

3.1.7. Outside-in. As the above examples elucidate, one of the first

things one notices when considering language learning is how the task
changes: from making sounds, to orienting to and learning words, then

to stringing them together. The rate at which learning happens also

changes — sometimes radically. As Hohenberger and Peltzer-Karpf

(2005, this issue) put it, there are rapid reorganizations brought on by

non-linearities in the system. In the present view, language is both a prod-

uct and a cause of these changes. As children learn how language organi-

zation reflects the organization of their environment it also changes how

they learn. For example, each new noun learned changes what they know
about learning nouns, eventually leading English-speaking children to a

shape bias for artifacts. And, in turn, learning this shape bias both accel-

erates the rate of word learning and changes the way infants perceive
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shape (Smith et al. 2002; Smith 2004; Jones 2003). In this way, language

learning alters foundational cognitive processes, and it alters itself.

Three additional points about this ‘‘outside-in’’ notion of learning sta-

tistical regularities merit mention. First, the regularities might not always

be what one expects them to be. There might be di¤erent solutions to the

same problem depending on the language and environment. Indeed, as

we saw in the case of word segmentation, there are abundant regularities
in several di¤erent information sources in English: phoneme transition

probabilities, prosodic stress patterns, and perhaps also multi-modal cor-

relations embodied in where mother and child are looking during speech.

Second, in a sea of regularities, linguistic organization will start with

‘‘surface’’ regularities and ‘‘works its way in’’, building on itself each

step of the way. The regularities the learner begins with need not be sen-

sible or perfect. Nor does the starting point have to be exactly the same

for every child. All that is necessary is for the dynamic forces (including
the environment and the intrinsic dynamics of the learner) to yield a self-

organizing solution that is fluency in that language. The openness of the

system to di¤erent self-organizing solutions is imperative because some

children end up speaking English while others end of speaking, for exam-

ple, Tamil. Although there are a great deal of abstract similarities among

languages (as research into universal grammar has taught us), there are

also real di¤erences among languages that (as Slobin 1985 pointed out)

that can have profound and cascading consequences to the learner. There
is growing evidence on this possibility that learners of di¤erent languages

face fundamentally di¤erent learning tasks as in the domains of noun and

verb learning (e.g., Yoshida and Smith 2001, 2003, 2005; see also descrip-

tion of Sethuraman 2005), and in spatial terms (Levinson 2003). Indeed,

given the self-organizing nature of language learning and the fact that

children are limited only to the information available to them in their na-

tive language(s), it is likely that children growing up in di¤erent linguistic

environments will take di¤erent paths — utilize di¤erent information —
to arrive at the solutions to the common problems they all face and solve.

We o¤er one illustrative example: in English the expression of a verb’s

arguments is obligatory; in Tamil these arguments can be (and typically

are) dropped. Thus, whereas English-speaking children can use argument

structure as a bootstrap to verb meaning (Naigles 1990; Ahrens 1995),

Tamil-speaking children cannot and indeed appear to use learned verb

meaning as a bootstrap to argument structure (Sethuraman 2005). Di¤er-

ent languages may create di¤erent learning tasks and di¤erent develop-
mental trajectories. However, all learners of all languages will also be con-

strained to similar solutions by the sameness of the physical world, by the

morphology of the human body, and by shared learning mechanisms.
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3.2. Embodiment

3.2.1. The role of space. In an influential series of studies, Baldwin

(1991, 1994) used a clever experimental method to show that infants be-

tween 16 and 19 months could determine the intended referent for a novel

label even when the referent was not being attended to by the infant (nor

in view). In fact, the labeling occurred while the infant was attending to
another possible, but incorrect, referent. (The correct referent was put in

a bucket held by the experimenter and then labeled while the infant was

playing with, and looking at, another toy.) Baldwin interpreted this to be

evidence that the infants possess a word-learning strategy that ‘‘goes be-

yond simple associative processes such as temporal contiguity’’ (Baldwin

1994: 147).

In order to understand what factors were allowing the infants to make

the link between label and referent, Smith (2003) extended Baldwin’s
method to better investigate the role being played by space. Infants were

presented with two objects three times in a row, with the presentation of

each object consistently made on the same side. For example, object A

would always be presented on the left and object B on the right every

time the pair was presented. After allowing the infant to play with the

objects, they were taken away and the presentation then repeated with

the objects again on the same side (e.g., A on the left and B on the right).

After two repetitions, the experimenter put the toys out of sight and then
pointed to and labeled a spot on either the left or right side of the table

with a novel word (e.g., modi). The objects were then placed into a bucket

and the infant was asked to get the modi. In these conditions, infants

mapped the label to the referent that had been presented on the same

side where the experimenter pointed. This e¤ect was found even if the

experimenter did not point to the table during the labeling, but rather

snapped in the air to direct the child’s attention to one side or the other.

These e¤ects have now been replicated using three objects as well on
children between 17 and 24 months (Smith et al. 2004). Interestingly,

in this study, children with large vocabularies (as measured by the

MacArthur-Bates communicative development inventory) were less suc-

cessful at using spatial cues to bind a novel label to a novel referent than

children with small vocabularies. This suggests that as children become

better word learners, they learn to move beyond the surface cue of spatial

association to deeper or more relational cues, yet another kind of boot-

strapping hypothesis that is consistent with the Emergentist Account of
lexical learning (see Hollich et al. 2000) as well as the evidence presented

in Section 3.1 that children learn to utilize di¤erent types of information

as they learn to learn words.
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Taken together, these results indicate that young infants use space to

bind labels to their referents, even when the referents are not in view. In

fact, the power of this cue was further demonstrated by building up a

memory for an object in a spatial location and then labeling another ob-

ject in that same location, pitting a potential referent in plain view against

a spatial memory. The e¤ect was striking (Smith 2004). For example, if

after the initial training with object A on the left and object B on the right
they were switched and B was put on the left and then labeled in full view

of the child (the experimenter pointed directly to object B and said modi),

infants were subsequently at chance at determining the referent for the

label!

It seems that infants can build up strong associations between an object

and its spatial location to the point where the spatial location can act as a

surrogate for the object in labeling. (What is especially noteworthy about

this is that the external binding through space seems to be developmen-
tally essential for this progress to more complicated forms of binding to

be made that no longer use space.) The point is this: Our environment

has a consistent spatial structure, and our cognitive processes will make

use of that regularity (see also Richardson and Spivey 2000; Spivey and

Geng 2001; Yu and Ballard 2007; Yu et al. 2005; Hund and Plumert

2005).

3.2.2. The role of the body. Space is not the only ‘‘external’’ medium
that can subserve language learning. There is also considerable evidence

that people use their own bodies to represent meanings, facilitate mem-

ory, and find higher-order structure. For example, people will look at a

blank region of space where something they are trying to remember was

previously displayed (Richardson and Spivey 2000; Spivey and Geng

2001), presumably because these movements help to cue recall by recreat-

ing a part of the body’s state at the time of memory encoding. Further-

more, when imaging a simple story with a directional component, eye
movements will tend to be in the same direction as the story (Spivey and

Geng 2001). Moreover, Grant and Spivey (2003) were able to improve

subjects’ chances at solving an ‘‘insight problem’’ (a problem whose solu-

tion cannot be logically deduced) by manipulating eye movements to

regions of a diagram on which fixations had previously shown to be cor-

related with success.

These interactions also apply to both language understanding and pro-

duction as well. In terms of word meanings, it appears that the meanings
of many verbs are represented in terms of the body. Toskos et al. (2004)

showed that having subjects perform repetitive horizontal or vertical eye

movements while listening to a list of verbs selectively hampered their
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recall for verbs that were previously ranked by other subjects as highly

directional and/or concrete. (Also see Richardson et al. 2003.) This can

be taken to indicate that the meanings of some verbs are encoded in

such a way that motor activity can interfere with their processing. Mean-

while, Maouene-Cavin (2005) has shown that children (2.5 and 3.5 years

old) typically encode a body part as part of the meaning of early-learned

action verbs and that verbs may be progressively learned in clumps cen-
tered on one body part at a time. And, in a survey of the spatial relation

terms of 125 African languages, Heine et al. (1991: 126–131) found that

more than three-quarters of the terms whose etymology was known were

derived from human body parts.

At the sentence level, Glenberg and Kaschak (2002) discovered what

they term an ‘‘action-sentence compatibility e¤ect’’. Subjects were asked

to judge the sensibility of sentences and respond by pressing a button on

a board that required them to either move their hand toward or away
from their body. If the sentence meaning implied action in a direction

opposite to the direction that the response required, subjects were signifi-

cantly slower than if the sentence meaning and response direction were

congruent. Glenberg and Kaschak interpret these results as evidence that

the motor system was engaged during sentence comprehension, consistent

with their Indexical Hypothesis (Glenberg and Robertson 1999) that

meaning — even sentence meaning — is based on action. They have

speculated that the meanings of sentences are composed (‘‘meshed’’) out
of perceptually-grounded word meanings (based on a¤ordances) using

the meanings of constructions (e.g., Goldberg 1995; Tomasello 2003) to

govern the ‘‘meshing’’ process.

Again, the role of the body and the learner’s own actions in self-

organizing by processes of language learning is still promissory. But

again, we suspect deep regularities that may serve as pointers to higher

order meanings.

4. Discussion

Critics of this paper may appropriately o¤er two criticisms: First, how

new is all this? How really di¤erent is it from developmental theorists

such as Vygotsky (1978, 1986) or Piaget (1953) or the ‘‘whole-child’’ per-

spective of Lois Bloom (1995) on language learning? Second, the critic

might add, it’s mostly all promise. Although the paper points to the cre-
ation of units such as phonemes and words and attentional biases that

speed up the learning of nouns, it is a far cry from a self-organized system

in which the parts are integrated into a self changing whole. The critics
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are right on both accounts. Piaget’s (1953) constructionist approach to

cognitive development and Lois Bloom’s ‘‘whole-child’’ perspective con-

tain similar ideas to those presented here. There are others as well, partic-

ularly so-called connectionist theorists such as Rogers and McClelland

(2004) who also see language learning as a self-organizing system but

who perhaps have not yet paid enough attention to the role of the child’s

own activity — an embodied being — in creating those regularities. This,
we believe, and relevant to the second criticism is where the work needs to

be done. In putting the whole together — the inside, the outside, and the

body which connects the two.
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